Question 1: Slow and Fast Time Scales

Recall the reversible isomerization reaction \( S_1 \overset{c_2}{\underset{c_1}{\rightleftharpoons}} S_2 \), where \( S_1 \) and \( S_2 \) are the two isomeric species and \( c_1 \) and \( c_2 \) are the corresponding reaction rates. \( x_T \) denotes the constant total number of molecules of the two species, \( x(t) \) the time-varying number of \( S_1 \), and \( x(0) = x_0 \) the initial value.

a) For large numbers of the chemical species the time evolution of their number is well approximated by the law of mass action. The ODE describing the evolution of \( x(t) \) is then given by:

\[
\frac{dx}{dt} = -c_1 x + c_2 (x_T - x) = -(c_1 + c_2) x + c_2 x_T
\]

Here, we have an inhomogeneous, linear differential equation which can be solved analytically. One approach is to use Lagrange’s idea of variation of constants. For simplicity, set \( a = -(c_1 + c_2) \) and \( b = c_2 x_T \). The homogeneous problem \( \frac{dx_H}{dt} = ax_H \) has solutions of the form

\[
x_H(t) = e^{at} \cdot k
\]

with some constant \( k \). Now use Lagrange’s idea of variation of constants for the full problem (1). For that, assume the solution (1) is of the form

\[
x(t) = x_H(t) \cdot k(t) = e^{at} \cdot k(t).
\]

Differentiating (3) and plugging in the ODE (1) yields

\[
ae^{at} \cdot k(t) + e^{at} \frac{dk}{dt} = \frac{d}{dt} (x_H \cdot k) = \frac{dx}{dt} = ax + b = ae^{at} \cdot k(t) + b
\]

\[
\frac{dk}{dt} = be^{-at}
\]

\[
k(t) - k(0) = \frac{b}{-a} (e^{-at} - 1)
\]

The full solution hence reads

\[
x(t) = e^{at} \left[ k(0) + \frac{b}{-a} (e^{-at} - 1) \right] = -\frac{b}{a} + \left[ k(0) + \frac{b}{a} \right] e^{at}
\]

\[
x(t) = \frac{c_2 x_T}{c_1 + c_2} + \left[ k(0) - \frac{c_2 x_T}{c_1 + c_2} \right] e^{-(c_1 + c_2)t}
\]
From the initial value $x(0) = x_0$ follows $k(0) = x_0$, hence the final solution is

$$x(t) = \frac{c_2x_T}{c_1 + c_2} + \left( x_0 - \frac{c_2x_T}{c_1 + c_2} \right) e^{-(c_1 + c_2)t}. \quad (9)$$

b) Inspection of Equation (9) for $t \to \infty$ relaxes to the asymptotic value $\frac{c_2x_T}{c_1 + c_2}$ independent of the initial value of $x_0$ in a time of order $(c_1 + c_2)^{-1}$. Hence, the system is considered stiff if the term $(c_1 + c_2)$ assumes large values.

c) Figure 1 shows numerical solutions of (1). If the time step $\Delta t$ exceeds 1 the solution gets unstable. The asymptotic value for $x(t)$ is $\frac{c_2x_T}{c_1 + c_2} = \frac{1 \times 2 \times 10^5}{1 + 1} = 1 \times 10^5$.
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Figure 1: Numerical solution of Equation (1) for $c_1 = c_2 = 1$, $x_T = 2 \times 10^5$ and $x_0 = 0.8 \times 10^5$ and $\Delta t = 0.1$ resp. 1.01. Note that the peaks of the numerical solution for $\Delta t = 1.01$ grow over time.

d) The explicit Euler method for (1) reads:

$$x_n = x_{n-1} - \Delta t(c_1 + c_2)x_{n-1} + \Delta tc_2x_T \quad (10)$$

where $x_n = x(t_n)$ of the numerical solution. If we expand the true solution $x(t)$ in a Taylor series about $t_{n-1}$, we get:

$$x(t_n) = x(t_{n-1}) - \Delta t(c_1 + c_2)x(t_{n-1}) + \Delta tc_2x_T + O(\Delta t^2) \quad (11)$$

Subtracting (11) from (10), and defining the error $e_n = x(t_n) - x_n$, leads to:

$$e_n = e_{n-1} - \Delta t(c_1 + c_2)e_{n-1} + O(\Delta t^2) \quad (12)$$
Thus, the recurrence formula for $e_n$ is given by:

$$e_n = (1 - \Delta t(c_1 + c_2))e_{n-1} + O(\Delta t^2) \quad (13)$$

From (13) we can derive constraints for the maximum time step size, namely:

$$|1 - \Delta t(c_1 + c_2)| < 1 \iff 0 < \Delta t(c_1 + c_2) < 2 \quad (14)$$

Hence $\Delta t < 2(c_1 + c_2)^{-1}$ to ensure convergence of $e_n$. Assuming $c_1 = c_2 = 1$ from c) leads to the observed maximum step size $\Delta t_{max} = 1$. 
Question 2: Time Scales in the QS system

We consider the submodel for the binding of LuxR / AHL-mer to DNA found in the 2005 draft of the QS model, Section 2.1.

a) The promoter region of the DNA can assume two possible states. Either the LuxR / AHL-mer is bound to the region (state A) or not (state B), so \( P(A) + P(B) = 1 \). Two processes influence the probability to bind to the promoter site. Independent of the concentration of the LuxR / AHL-mer, a constant dissociation rate \( \kappa_- \) between n-mer and DNA is assumed, i.e. it is only dependent on the affinity of the n-mer to the DNA. The association of protein and DNA however depends highly on the actual concentration \( y_n \) of the protein and an association constant \( \kappa_+ \). Thererfore, the evolution of the \( P(A) \) can be modeled as follows:

\[
\frac{d}{dt} P(A) = -\kappa_- P(A) + \kappa_+ y_n P(B) = -\kappa_- P(A) + \kappa_+ y_n (1 - P(A))
\]  

(15)

To get a simplified expression for \( P(A) \) we have to conduct an asymptotic analysis of time scales.

In the latter part of the section 2.1 we find the ODE for the concentration \( y_n \):

\[
\frac{d}{dt} y_n = -\pi_- y_n + \pi_+ y_1 y_{n-1}
\]  

(16)

Let us assume that the process of polymerization of the LuxR / AHL-mer takes much longer than the association and dissociation of protein and DNA. In mathematical terms this means:

\[
\pi_-, \pi_+ \ll \kappa_-, \kappa_+
\]  

(17)

To non-dimensionalize time using the slow time scale we set \( \hat{t} = \pi_+ t \) and define a small \( \epsilon = \frac{n_+}{\kappa_+} \). Introducing \( \hat{t} \) and dividing equations (15) and (2a) by \( \kappa_+ \) yields:

\[
\epsilon \frac{d}{d\hat{t}} P(A) = -\frac{\kappa_-}{\kappa_+} P(A) + y_n (1 - P(A))
\]  

(18)

\[
\epsilon \frac{d}{d\hat{t}} y_n = -\frac{\pi_-}{\kappa_+} y_n + \epsilon y_1 y_{n-1}
\]  

(19)

The objective of asymptotic analysis is to treat \( \epsilon \) not as fixed number but as a parameter that can be varied. In the asymptotic limit \( \epsilon \to 0 \) we find that the right hand side of (18) approximates zero where in (19) this is not the case! Note that \( \frac{n_-}{\kappa_+} \) is small too and \( \frac{\pi_-}{\kappa_+} \) is not.

This is the lowest-order solution in the asymptotic analysis on the slow time scale. It is called the quasi-steady state approximation, where ”quasi” emphasizes that \(-\kappa_- P(A) + \kappa_+ y_n (1 - P(A))\) is nearly, but not exactly, zero!

Using this result in (15) yields

\[
0 \approx -\kappa_- P(A) + \kappa_+ y_n (1 - P(A)) \Leftrightarrow (\kappa_- + \kappa_+ y_n) P(A) \approx \kappa_+ y_n \Leftrightarrow P(A) \approx \frac{\kappa_+ y_n}{(\kappa_- + \kappa_+ y_n)}
\]

which is exactly the statement of the paper.

Whether or not assumption (17) is reasonable is not an easy thing to decide. It requires fundamental knowledge of the biochemical processes involved.
b) The authors use again time scale arguments in the latter part of the section to simplify the model. As we have seen for the analysis of $P(A)$, they derive a model in quasi-steady state where only the dynamics of the internal and external AHL concentration, denoted by $x_c$ and $x_e$, are considered slow. Thus, the same logic as in 2 a) has been applied leading to the simplified model system. In addition, several individual parameters have been lumped together.
Just for further information follows below an overview of timescales relevant to cell biology. Other branches of biology deal with even longer time scales, for example population dynamics (hours to years), ecosystem dynamics (years to thousands of years to hundreds of thousands of years) and evolitional biology (millions of years to about one billion years).

### Characteristic rates and timescales in cell biology

**Model bacterium (E. coli)**
- Ligand-induced conformational change: 1 ms
- Passage across membrane: Channel (0.1 μs), Transporter (1-10 ms)
- DNA replication: 10^7 nt/s
- Diffusion over 1 μm: 1 μs
- Cell movement: 10 μm/s
- Cell cycle: 1 hr
- Flagellar rotation: 100 Hz

**Mammalian cell line (HeLa)**
- Diffusion over 10 μm: 1-10 s
- Clathrin-mediated endocytosis: 1 min
- Molecular motor: 1 μm/s
- DNA replication: 10^10 nt/min
- Protein folding: 1 ms – 1 min
- Transcript: 10-100 nt/s
- Translation: 10 aa/s
- Protein translation: 10 min/gene [1 kbp], 10 min/gene [10 kbp]

### Orders of magnitude in timescales

<table>
<thead>
<tr>
<th>Event</th>
<th>Time Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fastest enzyme turnover time</td>
<td>10^-6 s</td>
</tr>
<tr>
<td>Neuronal coincidence detection</td>
<td>10^-3 ms</td>
</tr>
<tr>
<td>ATP synthase rotation</td>
<td>10^-3 s</td>
</tr>
<tr>
<td>Protein folding</td>
<td>10^-2 s</td>
</tr>
<tr>
<td>Gene splicing</td>
<td>10^-1 s</td>
</tr>
<tr>
<td>Budding yeast generation time</td>
<td>10^3 (~20 min)</td>
</tr>
<tr>
<td>Taste bud cell lifespan</td>
<td>10^5 (~2 weeks)</td>
</tr>
<tr>
<td>Electron transfer by cytochrome c</td>
<td>10^-3 s</td>
</tr>
<tr>
<td>Action potential duration</td>
<td>10^-3 ms</td>
</tr>
<tr>
<td>Average enzyme turnover time</td>
<td>10^-2 s</td>
</tr>
<tr>
<td>Protein translation</td>
<td>10^-1 s</td>
</tr>
<tr>
<td>Minimal bacterial generation time</td>
<td>10^3 (~20 min)</td>
</tr>
<tr>
<td>Circadian clock</td>
<td>10^5 (~2 weeks)</td>
</tr>
<tr>
<td>Red blood cell lifespan</td>
<td>10^6 (~2 weeks)</td>
</tr>
</tbody>
</table>

---

*See online version for legend and references.*
Flows, Reservoirs and Causality Diagrams of the QS model

Reservoirs:
- Mass of AHL outside of the cell: $x_e$
- Mass of AHL within the cytoplasm: $x_c$
- Mass of AHL-producing enzyme (LuxI): $I$
- Mass of receptor molecule (LuxR): $r$
- Mass of the complex (LuxR–AHL): $y_1$
- Mass of the 2-mer consisting of two (LuxR–AHL) molecules: $y_2$

Formulation of the pathway model within the cell in terms of reservoirs and flows. Assumed is polymerization of AHL/LuxR up to the dimer state ($y_3$). (Mueller et al., 2005 draft of the QS model, Section 2.1.)